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Figure 4.13 Bior2.4, 3 low-frequency part of BDI reconstruction by MATLAB 

 

db 5, 3 level – decomposition 

 

Figure 4.14 db5, 3 low-frequency part of BDI reconstruction by MATLAB 

 

Among these low-frequency parts of the BDI, the db decomposition keeps most of the 

characters, followed by sym wavelet decomposition. Of course, other wavelets also 

provide good re-expression ability.
18

 

 The application of db3,5 wavelet to BDI 

 Decomposition 

The db3 (5 level) wavelet is adopted to decompose the BDI data, and the wavelet 

tree shows the structure of decomposition. 

BDI=a5+d1+d2+d3+d4+d5 

It is also known that a4=a5+d5, a3=a4+d4, a2=a3+d3, a1=a2+d2, BDI=a1+d1. 

In other words, the dx can be considered as the high-frequency part stripped from 

ax-1. 

All a5, d5, d4, d3, d2, d1 will be the data to be input into each RBF neural 

network. 

                                                             
18 The details of each wavelet can be found in APPENDEX 
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Figure 4.15 Illustration of decomposition of BDI by db3, 5 wavelet 

 Reconstruction 

Because BDI=a5+d5+d4+d3+d2+d1, a4=a5+d5, and so on, all different degrees of 

de-noise data: a5, a4, a3, a2, a1, BDI’ can be reconstructed
19

. 

a5 can be considered as the highest degree of de-noise data, most high-frequency 

parts removed. And a4 is 2
nd

 degree of de-noise data, d5 part removed. The aim of 

reconstruction is to measure each deviation between the de-noise data and original 

data, evaluating the overall deviation. 

4.3.3 The application of RBF network 

 Input pattern and RBF network setting 

 Input pattern 

Due to the supervised-learning network, each group of input should match a 

“teacher” output. BDI are published by Baltic exchange in the working days, which 

occupy 5 days in one week, so we can consider BDI as the time-series data. 

Although we decompose BDI into a5, d5, d4, d3, d2, d1, all components are still 

time-series data. Because normally one month will contain approximately 22 

working days, we choose every consecutive 22 data as one group of input and the 

next one data as the target. Shift the lag window one by one to build the whole 

input and target/output in each component until the lag reaches the last one. 

Input/output pattern: 

                                                             
19 BDI’ means the reconstructed BDI, summation of a5, d5, d4, d3, d2, d1, but almost same as original BDI. 
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(**********************) (#) #####################... 

*(*********************#) (#) ####################... 

**(********************##) (#)###################... 

…………  

This is repeated until the lag reaches the last one as the target 

So it forms 1548 groups of input/output in each component for training, and the 

last 22 groups of input/output are kept for testing. 

 Normalization 

After fixing the input/output pattern, the data still need to be normalized in order to 

improve the efficiency of the calculation. And MATLAB provides the function 

“premnmx” to make the data fall into the interval [-1, 1]. 

t′ =
2(𝑡 − 𝑡𝑚𝑖𝑛)

𝑡𝑚𝑎𝑥 − 𝑡𝑚𝑖𝑛
− 1 

Where t’ is the data after normalized 

      tmin is the minimum value of the data 

      tmax is the maximum value of the data 

      t is the current data to normalize 

 RBF Network setting 

Due to different degree of de-noise, the fluctuation of each part will be different, so 

different training goals are adopted
20

 for each network. Inappropriate goals will 

significantly extend the training time, causing over/insufficient training. Besides, in 

this case, we find that when spread rate=1.5, the network gives the best fitting 

performance. Too large a spread value will cause extremely high fluctuation, but 

too small a spread will make the curve too smooth. 

 Training and testing in each branch and evaluation 

In each branch, 1548 groups of normalized data are input into RBF network, and the 

last 22 groups are used for testing. 

With the accumulation of forecasting, the forecasting error will increase
21

, but the 

                                                             
20 Goal of low-frequency part(a5) is smaller due to less fluctuation, and high-frequency parts(d1, d2, d3, d4, d5) will have bigger goal  
21 For example: a4=a5+d5, which a5 and d5 are both forecasted. And a3=a4+d4, etc. 
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reconstructed curve will approach the original BDI curve. 

 

 

 

Figure 4.16 The process of training, testing, and evaluation 

 a5 

The blue curve is a5, filtered curve, highest degree of de-noise/cleaning. The orange 

curve is the original BDI curve.  

a5 (22-1 pattern) is input into RBF network andtrain it, and then input the a5 test 

data to the trained network to get the output a5’. Then compare the difference 

between a5 and a5’ by MSE. 

 

Figure 4.17 Comparison between reconstructed a5 curve and BDI 

Training goal: 0.005 (100 epochs), spread rate: 1.5 
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Figure 4.18 Training curve and Error curve of a5 RBF network 

 

Figure 4.19 Comparison among network output a5, target, and original BDI 

 

 a4 

Because a4=a5+d5, and a5’ has been forecasted in the previous step, d5’ is needed. 

Employ the same 22-1 pattern to train and test the trained network by input d5 test 

data. 

 

Figure 4.20 Comparison between reconstructed a4 curve and BDI 

Training goal: 0.015 (400 epochs), spread rate: 1.5 

 

Figure 4.21 Training curve and Error curve of d5 RBF network 
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Figure 4.22 Comparison among network output a4, target, and original BDI 

 

 a3 

It`s the same procedure as a4. a3’=a4’+d4’. 

 

Figure 4.23 Comparison between reconstructed a3 curve and BDI 

Training goal: 0.05 (400 epochs), spread rate: 1.5 

 

Figure 4.24 Training curve and Error curve of d4 RBF network 

 

Figure 4.25 Comparison among network output a3, target, and original BDI 
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It`s same procedure as a4: a2’=a3’+d3’ 

 

Figure 4.26 Comparison between reconstructed a2 curve and BDI 

Training goal: 0.09 (375 epochs), spread rate: 1.5 

 

Figure 4.27 Training curve and Error curve of d3 RBF network 

 

Figure 4.28 Comparison among network output a2, target, and original BDI 

 

 a1 

It`s the same procedure as previous step. a1’=a2’+d2’ 

 

Figure 4.29 Comparison between reconstructed a1 curve and BDI 

Training goal: 0.24 (400 epochs), spread rate: 1.5 
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Figure 4.30 Training curve and Error curve of d2 RBF network 

 

Figure 4.31 Comparison among network output a1, target, and original BDI 

 

 BDI 

Due to the difference between the original BDI data and the reconstructed BDI is 

almost 0, so it can be considered that they overlap each other. So there is only one 

curve on the reconstruction graph and two curves on the test graph. 

Training goal: 0.9
22

 (425 epochs), spread rate: 1.5.  

 

Figure 4.32 Training curve and Error curve of d1 RBF network 

 

                                                             
22 Due to the highest fluctuation of this high-frequency part, the goal has to be 0.9, otherwise, the network will spend 1 day or 2 days to 

achieve smaller goal, which will cause over training. 
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Figure 4.33 Comparison among network output, and original BDI 

 

Mean Square Error (MSE) is adopted to evaluate each result, including the output 

MSE (between network output and filtered target) and curve MSE (showing the 

deviation, between filtered target and original data). 

Table 4.2 Summary of Output error and Curve error 

 Output MSE 

Bigger value means bigger deviation 

 between network output and filter data 

Curve MSE 

Bigger value means bigger deviation  

between filtered data and original BDI 

Summation 

Deviation overall 

a5 10.17146 6405.949 6416.121 

a4 12.73316 2912.034 2924.767 

a3 34.88545 940.9596 975.8451 

a2 40.655 125.791 166.446 

a1 2723.619 6.939013 2730.558 

BDI 2667.223 0 2667.223 

 

 

Figure 4.34 Illustration of output MSE, Curve MSE, and Summation 

 

The blue belt shows that from a5 (only low-frequency part) to BDI (full combination 

of all-range frequency parts), the error between the outputs (a5’, a4’, a3’, a2’ and a1’) 

and the targets (a5, a4, a3, a2, a1) becomes bigger and bigger, but obviously, with the 

introduction of more high-frequency parts (d5, d4, d3, d2 and d1), the error between 

the original data and filtered data will decrease significantly. So it comes to a problem 
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that if we want to make the filtered data approach the original data, we have to 

introduce more forecasting which will cause the performance of the network to 

decrease dramatically. So we focus on the summation of Output MSE and Curve MSE, 

another kind of mixture, and in the middle of the belt we get the optimal point (a2). 

So in this case, decomposition/reconstruction in the level of a2 will minimize the 

whole error deviation, including the filtered curve MSE and the output MSE. 

4.3.4 Forecasting 

Finally, the degree of de-noise/cleaning is fixed at a2 level, means a5, d5, d4, d3 are 

needed to reconstruct a2 due to a2=a5+d5+d4+d3. 

Normally, ANN has better performance in short period forecasting, so  the next 31 

days, from 2012.7.23 to 2012.9.03. are forecasted. 

 

Table 4.3 Forecasting BDI from 2012.7.23 to 2012.9.03 

 a5 output d5 output d4 output d3 output Forecast a2 

23-Jul 1054.9 44.218 -35.802 -36.892 1026 

24-Jul 1053.2 37.445 -45.57 -18.239 1027 

25-Jul 1048.6 28.418 -51.352 -1.9822 1024 

26-Jul 1042.7 18.995 -54.919 22.308 1029 

27-Jul 1040.1 10.877 -62.174 22.087 1011 

30-Jul 1038.4 1.6455 -68.7 15.975 987 

31-Jul 1035 -7.9309 -70.316 18.414 975 

1-Aug 1031.8 -16.96 -69.171 14.722 960 

2-Aug 1026.9 -26.337 -60.069 8.0111 949 

3-Aug 1021.6 -35.361 -50.179 -0.48852 936 

6-Aug 1018.1 -43.798 -40.163 -10.142 924 

7-Aug 1015 -52.407 -27.206 -19.525 916 

8-Aug 1013.2 -57.778 -7.6548 -12.561 935 

9-Aug 1012.3 -61.638 18.494 -2.7629 966 

10-Aug 1011.8 -66.454 44.814 1.5899 992 

13-Aug 1011.6 -70.487 68.925 7.6265 1018 

14-Aug 1012.6 -75.117 90.893 10.014 1038 

15-Aug 1014.8 -79.415 111.44 11.978 1059 

16-Aug 1017.5 -81.872 128.41 13.337 1077 
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17-Aug 1020.3 -83.818 138.34 13.541 1088 

20-Aug 1020.8 -87.195 135.64 2.9226 1072 

21-Aug 1019.8 -90.043 121.53 -8.4627 1043 

22-Aug 1019.2 -91.435 103.05 -12.992 1018 

23-Aug 1018.1 -91.786 82.505 -16.423 992 

24-Aug 1016.8 -90.016 59.421 -12.077 974 

27-Aug 1014.6 -87.407 37.94 -7.7955 957 

28-Aug 1010.5 -84.325 17.714 -6.3397 938 

29-Aug 1005.4 -79.57 -4.1667 -6.617 915 

30-Aug 1000 -73.925 -29.297 -3.1421 894 

31-Aug 994.2 -67.073 -57.755 2.1254 871 

3-Sep 987.5 -58.637 -88.286 5.7539 846 

*BDI is not published in weekend. 

 

From the result of forecasting, BDI will remain in downturn in the next month. 

4.4 Discussion 

Forecasting always gives poor performance. In the last decade, researchers began to 

shift from the linear models to non-linear models because most cases in reality are 

very complicated. Among those emerging non-linear models, Artificial Neural 

Network, as an imitation of the human neural system, has become more and more 

important due to its effective performance. In this case study, ANN was combined 

with wavelet decomposition and each degree of de-noise was evaluated as an 

alternative way to ensure that the periodical character of the shipping market was 

accurately portrayed, preserving the useful information and removing the noise during 

the transformation. From the evaluation of each degree of decomposition, the 

performance of wavelet neural network varies like the shape of a “V”, and the trough 

point is the overall optimal point for this data forecasting. Although the classical 

regression model was not demonstrated to compare, the regular linear model cannot 

promise better performance in volatile data prediction in short time, and normally 

good at long-time and smooth data predicting. 
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CHAPTER 5  

CASE STUDY 2: OPTIMIZATION OF THE NUMBER OF 

CONTAINER CRANES 

5.1 Background: the overview of development of containerization 

5.1.1 Containerization on the ship side 

Six decades ago, the trucking company owner Malcolm Mclean worked with engineer 

Keith Tantlinger to develop the modern intermodal container. This design 

incorporated with a twist-lock mechanism to allow easy securing and lifting by cranes. 

And the first truly successful container shipping company dates to 1956. They 

deployed the SS Ideal X and sailed it, and the world came into the era of 

containerization. 

In the 1960s, the container ships were going forward slowly. The size of those vessels 

was restricted to 500-1000TEU due to the capital stress and technical limit. But in the 

1970s and 1980s, containerization came into the accumulation era, represented by the 

Panamax vessels. The ship design was limited by the dimension of lock chambers in 

the Panama Canal. The capacity of these ships reached the limitation of 

2000-3000TEU. 

From the early 1990s, the 4th generation container ship emerged. The pioneer 

shipping lines decided to abandon the restriction of the Panama Canal, and they 

developed the Post-Panama vessel, whose breath exceeds the width of the Panama 

Canal (32.3 meters). 

In 2006, Maersk line deployed the E-class vessels, whose capacity is around 
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13600TEU. And in 2011, it invested to build the new triple-E class vessel
23

 (length: 

400M, beam: 59M, draft: 14.5M). And its capacity hit 18000TEU. 

 

 

Figure 5.1 Development of Container ship size 

Source: Various sources of ship dimension 

 

Figure 5.2 Container ship number, DWT, TEU capacity development 

Source: data collected from shipping statistics yearbook 2011 

 

As mentioned before, the size of newly delivered container vessels continued to 

expand, resulting in an increase in the average capacity of container ships. From the 

graph, it is clear that TEU increased much faster than the number of ships, just 

because of the bigger and bigger size. 

 

                                                             
23 Maersk Triple-E class container vessel. Retrieved from http://en.wikipedia.org/wiki/Maersk_Triple_E_class 
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Figure 5.3 The Capacity of container fleet and new building vessels, 2011-September 

Source: Data collected from International containerization year book 2012 

 

After the financial crisis, the container trade reported huge losses in 2009, but in 2010, 

international trade rebounded back due to cutting down too much supply and 

increasing demand, showing the strongest recorded growth rate in history. In 2011, 

and first half of 2012, the imbalance between demand and supply drove the freight 

down again. Although the giant China slows down the pace of development, making 

the situation more severe, it is apparent in the past 2 decades, container trade still 

grows at around 8% per annum. 

 

Figure 5.4 World container trade (tonnage) and GDP 

Source: Data collected from UNCTAD statistics and shipping statistics yearbook 2011 

 

Besides, the container market is rather concentrated. The top 15 shipping lines control 

72.5% of the total container fleet
24

, showing a high concentration of the market. 

Another interesting fact is the strongest shipping lines also are the dominant 

international port operators. In addition to the aggressive expansion of fleet, they also 

form several super shipping lines alliances against each other. 

5.1.2 Containerization on the port side 

Increasing container shipment stimulates the development of container terminals, 

logistics, and management after financial crisis. And this development also results in 

increasing competition between the neighbor ports, especially in the Hub-Spoke 

                                                             
24 Further information can be found in http://www.alphaliner.com/top100/index.php 
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like occupancy, and utilization. But due to availability of data, those cannot be 

adopted. 

Table 5.1 Statistical description of the container terminals 

  QUAY CRANES QUAY LENGTH YARD AREA THROUGHPUT 

Mean 17.5 1949.2 87.6 2451112.5 

Standard Error 1.54 190.72 7.07 257717.46 

Median 12 1494 79 1760376 

Mode 10 1180 37 #N/A 

Standard Deviation 10.3058 1279.3904 47.4272 1728821 

Sample Variance 106.2101 1636839.7222 2249.336 2988823047484 

Kurtosis 0.6420 13.0157 2.5602 -0.3934 

Skewness 1.0127 2.9637 1.4677 0.9703 

Range 44 7650 215.1 5536000 

Minimum 5 650 20.9 564000 

Maximum 49 8300 236 6100000 

Sum 788 87715 3944.157 110300062 

Count 46 46 46 46 

5.3.3 The efficiency ranking of the terminals by applying DEA model 

The DEA SOLVER 3.0, student version, is adopted to process the data.  Quay crane 

number, quay length, and yard area are used as the inputs, and the throughput as the 

output. After calculation, it returns the CRS result and VRS result, we can compare 

the 2 different rankings. 

 

Table 5.2 Ranking of container terminals (CCR and BCC) 

No DMU CCR-Score CCR-Rank BCC-Score BCC-Rank 

1 ALGECIRAS-APMT-SPAN 0.919472 13 0.9344904 16 

2 ANTWERP-PSA-BELGIUM-EUROPA 0.5551052 25 0.7368165 25 

3 ANTWERP-PSA-BELGIUM-NOORDZEE 0.4516042 39 0.558919 37 

4 BREMERHAVEN-APMT-GERMANY 0.8902637 15 0.8916169 17 

5 CHARLESTON-SSA-USA 0.5294214 28 0.6173973 30 

6 DUBAI-DPW-UAE-JEBEL ALI 0.9646676 8 1 1 

7 DUBAI-DPW-UAE-PORT RASHID 0.6626658 21 0.7519186 24 
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8 FELIXSTOWE-HPH-UK 0.4831633 35 0.501345 45 

9 FREEPORT-HPH-BAHAMA 0.5558016 24 0.6483132 28 

10 GIOIA TAURO-APMT-ITALY 0.7482154 19 0.780782 20 

11 ALTENWEDER-HHLA-GERMANY 0.6077797 22 0.6586539 26 

12 BURCHARDKAI-HHLA-GERMANY 0.5373572 27 0.5512135 40 

13 HONGKONG-HPH 0.9357426 12 1 1 

14 KAOHSIUNG-APMT-TAIWAN 1 1 1 1 

15 LONGBEACH-SSA-USA 0.3806173 42 0.6038424 31 

16 LOS ANGELES-SSA-USA 0.5088063 32 0.5710874 34 

17 MANILA-MICT-PHILIPPINES 0.5204756 29 0.5696359 35 

18 NEWARK-DPW-USA 0.4786189 37 0.7771831 22 

19 PORT ELISABETH-APMT-USA 0.3202277 46 0.5096641 43 

20 QINGDAO-APMT-PRC 0.9986092 6 1 1 

21 RAYSUT/SALAH-APMT-OMAN 1 1 1 1 

22 ROTTERDAM-APMT 0.8106512 16 0.8114762 19 

23 ROTTERDAM-HPH 0.6815747 20 0.7805107 21 

24 SHANGHAI-APMT-PRC 0.5971723 23 0.6344758 29 

25 SHANGHAI-HPH-PRC 0.944285 11 0.9729422 15 

26 SINGAPORE-PSA-BRANI 1 1 1 1 

27 SINGAPORE-PSA-KEPPEI 0.9164341 14 1 1 

28 SINGAPORE-PSA-PASIR PANJANG 0.9921693 7 0.9927887 14 

29 SINGAPORE-PSA-TANJONG PAGA 1 1 1 1 

30 TANJUN PELEPAS-APMT-MALASIA 0.7516152 18 0.7679371 23 

31 TANJUN PRIOK-HPH-INDONISIA 0.4815028 36 0.5079551 44 

32 TANJUN-HPH-INDONISIA 0.4682183 38 1 1 

33 YOKOHAMA-APMT-JAPAN 0.4962431 34 1 1 

34 jasungdae container terminal-S.KOREA(2010) 0.3735579 44 0.5291517 42 

35 Korea express busan terminal-S.KOREA(2010) 0.953484 9 1 1 

36 Pusan new port-S.KOREA(2010) 0.9496079 10 1 1 

37 sin gamman container terminal-S.KOREA(2010) 0.7598648 17 0.8262419 18 

38 Ningbo-PRC(2010) 1 1 1 1 

39 gateway deuganck dock berths (2010) 0.3459448 45 0.5941711 32 

40 MSC home terminal-Belgium(2009) 0.5167808 31 0.5293078 41 

41 Leon y castillo dock-FRANCE(2009) 0.5042272 33 0.5766327 33 

42 FOS container terminal-FRANCE(2010) 0.3777255 43 0.6497933 27 

43 North sea terminal Bremerhaven gmbh & Co-GERMANY(2010) 0.4412146 40 0.4645841 46 

44 Voltri Terminal-ITALY(2010) 0.3978406 41 0.5646635 36 
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45 APM terminals algeciras sa-SPAIN(2009) 0.518444 30 0.5566561 39 

46 Noatum container terminal valencia-SPAIN(2010) 0.5420561 26 0.5584609 38 

 

 

Figure 5.9 Container terminals efficiency ranking: CCR V.s BCC 

 

It`s clear that BCC-efficiency is normally higher than CCR-efficiency, because 

CCR-efficiency is technical efficiency, regardless of the decrease of return of scale, 

which BCC will consider. 

5.3.4 Forecasting of terminal throughput by applying BP network 

 The selection of inputs and target, and training 

In the DEA part, a brief introduction of several variables was given, including quay 

crane number, quay length, yard area, and throughput. Due to the problem of 

availability and unification of data, it was not possible to collect any other 

non-standard data, but it is revealed that the crane number and quay length guarantee 

the productivity, and the yard area decides 

the storage in the container flow. Although 

these data may not be sufficient to describe 

the whole character of a port, they must be 

strongly related to the throughput.  

Figure 5.10 Selection of Inputs and Targets in BP network 

 

The 46 groups of data are divided into 2 sections: 41 groups as training data, and 5 

random groups as the test data. 
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In this case, 3 layers BP network (3-10-1) is employed: 3 neurons in the input layer, 

10 neurons
26

 in the hidden layer, and 1 neuron in the output layer. Training function 

is LEARNLM. The transfer function in the hidden layer is TAGSIN, and transfer 

function in the output layer is PURELIN. 

Other parameters are default, except the epoch limit: 10000 times. When it repeats 

training around 3000 times, the training curve is almost flat, showing no room to 

improve. So it is stopped. 

 Evaluation of the output 

Five groups were randomly chosen as the test group, and the remaining groups were 

considered as the training groups. Besides, multiple-regression was used as naïve 

model to compare the outputs. (M-Regression: variables: quay crane number, quay 

length, and the dependent variable is throughput, the yard area was abandoned due 

to its 95% confidence not qualified). 

Table 5.3 Throughput Simulation based on BP network and M-regression models 

Terminals (I)QUAY 

CRANES 

(I)QUAY 

LENGTH 

(I)YARD 

AREA 

(O)THROUG

HPUT 

BP M-regression 

FOS container terminal-FRANCE(2010) 8 1180 56.00 703000 766800 1102552 

North sea terminal Bremerhaven gmbh & 

Co-GERMANY(2010) 

18 1829 108.60 1760376 1805000 2538330 

Voltri Terminal-ITALY(2010) 10 1400 85.00 980939 798980 1419209 

APM terminals algeciras sa-SPAIN(2009) 25 1846 66.73 2013635 3549000 3400348 

Noatum container terminal 

valencia-SPAIN(2010) 

18 1780 106.00 2108737 1765100 2522304 

 

 
                                                             
26 The hidden neuron number varies, depending on the each performance or experience. 10 neuron is just fine 
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Figure 5.11 Comparison among outputs based on BP network and M-regression 

 

 

Figure 5.12 Comparison of throughput simulation based on BP network and M-regression 

 

The MSE of all results was calculated, and MSE-BP was 4.23E+11, and 

M-regression-MSE was 5.53E+11. In most cases, the results of BP network are 

generally satisfied. The biggest individual deviation of test is in the group of “APM 

terminals Algeciras sa-SPAIN (2009)”, the reasons may be: 

 Absolutely different type of the port. The facilities of the import/output oriented 

port will be significantly different from those of the transiting oriented ports. 

Solution: introduce advanced new algorithms and more comprehensive training 

data. 

 If one variable is too outstanding, it will confuse the network. Solution: collect 

enough data or introduce classification of different aim of ports. 

 Forecasting the capacity of different combination of crane number 

The trained network has been obtained, and it can be applied to the different 

combination of quay crane numbers. Due to the fact that the specification of the berth 

is fixed, we know that the total quay length is 6000 meters, and the yard area is 150 

h.a. But as it was mentioned that the extremums will confuse the neural network, it 

was decided to divide the berth into two equal parts: 3000 meters length, and 125 h.a. 
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Figure 5.13 Interval of cranes counting 

 

In order to obtain a reasonable range of crane numbers, we count the quay crane 

intervals of 46 terminals. The graph shows that most intervals of cranes fall in “110 

meters”, but there are also extremely close intervals of 60 meters, which may result 

from the dense feeder cranes. 

So in our possible combinations, the crane number starts from 25 (120m/crane) to 40 

(75m/crane). The table shows the output from the neural network. 

 

Table 5.4 The Throughputs of each combination (25-40 cranes) based on BP network and 

M-regression models 

Quay crane number Quay length Yard area Throughput-BP Throughput-M-regression 

25 3000 125 4.01E+06 3777783 

26 3000 125 4.32E+06 3900134 

27 3000 125 4.64E+06 4022485 

28 3000 125 4.95E+06 4144836 

29 3000 125 5.25E+06 4267188 

30 3000 125 5.53E+06 4389539 

31 3000 125 5.79E+06 4511890 

32 3000 125 6.02E+06 4634241 

33 3000 125 6.22E+06 4756592 

34 3000 125 6.38E+06 4878943 

35 3000 125 6.50E+06 5001294 

36 3000 125 6.59E+06 5123645 

37 3000 125 6.64E+06 5245997 

38 3000 125 6.65E+06 5368348 
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39 3000 125 6.62E+06 5490699 

40 3000 125 6.55E+06 5613050 

 

The interesting thing is when the crane number is 38, the throughput reaches the 

maximum value among all the data in BP network model, but in the M-regression 

model, it seems that the more cranes, the more throughput is achieved. It can be 

explained that Neural Network remembers the pattern of each training input and 

output, or the internal non-linear relationship, in other words, only a specific 

combination which meets the pattern of input can achieve the best performance/output. 

But for M-regression, it is linear relationship, ignoring the internal relation between 

each variable. 

5.3.5 Searching the optimal number of crane by applying DEA-BP model 

 The CCR score of each terminal and each capacity of different crane number have 

been obtained, the score or efficiency can be consideredas the target of the network, 

and the quay crane number, quay length, yard area, forecasted capacity as inputs.  

 4-10-1 structure
27

 

 Training function: LEARNLM 

 Transfer function in hidden layer: TAGSIN 

 Transfer function in output 

layer: PURELIN 

 The setting of training is 

default except the epoch limit 

set to 10000 times. 

 When it repeats 550 times, the 

stop condition is satisfied 

(goal =0). 

Figure 5.14 Selection of Input and targets in BP-DEA model 

 

                                                             
27 From experience. 

BP network 
training 

Input 

quay crane 
number 

quay 
length 

yard area 

forecasted 
capacity 

Target 
CCR 

efficiency 



77 
 

 

 

 

 

 

 

Figure 5.15 Structure of BP-DEA model and training curve by MATLAB 

 

When it repeats 550 times, the stop condition is satisfied (goal =0). 

The data in the table 5.5 are used as the inputs, and applied to the trained network, so 

the output can be obtained. In order to compare, M-regression is introduced again to 

compare the efficiency (All variables are 95% significant, qualified. And R square is 

0.7983). 

 

Table 5.5 Simulated efficiency of each combination (25-40 cranes) based on BP network 

and M-regression models 

Quay crane 

number 

Quay length 

meter 

Yard area 

h.a. 

Throughput 

TEU 

BP M-regression Density 

meter 

25 3000 125 4011800 0.84335 0.801446 120 

26 3000 125 4321900 0.97043 0.855735 115 

27 3000 125 4637900 1.0345 0.911405 111 

28 3000 125 4950600 1.0404 0.966302 107 

29 3000 125 5251700 1.0187 1.018484 103 

30 3000 125 5533900 1.0003 1.066244 100 

31 3000 125 5791400 0.99622 1.108222 97 

32 3000 125 6019900 1.0025 1.143414 94 

33 3000 125 6216000 1.0122 1.171023 91 

34 3000 125 6377200 1.0208 1.190464 88 

35 3000 125 6501800 1.0264 1.201339 86 

36 3000 125 6588600 1.0287 1.203368 83 

37 3000 125 6636600 1.0282 1.196316 81 

38 3000 125 6645500 1.0255 1.180114 79 
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39 3000 125 6615200 1.0213 1.154737 77 

40 3000 125 6546000 1.0159 1.120256 75 

5.3.6 Discussion 

 Efficiency>1 

The efficiency obtained from BP network exceeds 1 because some throughputs (crane 

number 33-40, the throughput exceeds 6100000) as the input are more than the 

original maximum throughput in the original DEA model, causing the desired 

efficiency to exceed 1. Besides, it is relatively efficient in terms of how much itis 

accounted for by measuring the proportion between its output and the frontier. 

Because in this case, the previous DEA score ranking established the frontier, so when 

another more efficient pattern of input/output comes into model, it will accordingly 

give the Ultra-efficiency. 

 2 peaks 

It is noticed that when crane number=28 with throughput=4950600, the efficiency 

reaches 1.0404, which is the highest in the BP network, but 0.9663 low in 

M-regression model. When crane number=36 with throughput=6588600, the 

efficiency achieves 1.0287, which is 3
rd

 high in BP network, but 1.2034 highest in 

M-regression model. 

 

Figure 5.16 output of efficiency of each combination based on BP network and 

M-regression and Throughput 

 

In the previous section, we can find within the range 25-40 cranes, the maximum 

capacity is 6645500 (crane number=38). From the practical view, interval: 83M (36 
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cranes) and 107M (28 cranes) are all feasible, but for a port, if they can increase the 

throughput by 1.638M (6588600-4950600), they will choose 36 cranes instead of 28 

cranes, because the throughput directly reflects the revenue. In addition, from 28 to 36 

cranes, throughputs increase by 204750/crane p.a. ((6588600-4950600)/8 cranes), but 

from 36 to 38 cranes, throughput only increases 28450/crane p.a. 

((6645500-6588600)/2 cranes). 

5.3.7 The final optimal combination 

After discussion of the two possible efficient peaks, it is better to choose the 36 cranes 

combination: 

Table 5.6 Final optimal combination 

Quay crane number Quay length Yard area throughput 

36 3000 meters 125 h.a. 6588600 TEU 

36 3000 meters 125 h.a. 6588600 TEU 

 

So in the given area, total 72 quay cranes, 6000 meter quay length, and 250 h.a. yard 

areas can hold the capacity of 13 177 200TEU per annum., achieving the highest 

efficiency. 
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CHAPTER 6  

CONCLUSION AND RECOMMENDATION 

6.1 Forecasting Baltic Dry Index 

 Conclusion 

At first, the global shipping market was briefly reviewed and the dry bulk shipping 

market was also introduced in order to give the general idea of the dry bulk market. 

Then by presenting the demand and supply of the dry bulk market, it is clear that the 

freight index of the dry bulk market is a result of interaction between demand and 

supply. But the demand and supply are influenced by a lot of factors, which frequently 

bring huge disturbances to the freight market. For shipping companies, they have to 

face high risks and uncertainty. So the industry needs forecasting to withstand, 

reducing loss. 

Secondly, in the high fluctuating dry bulk market, Stopford finds that cyclical factors 

exist. He breaks down the freight rate in terms of classical decomposition, including 

long term trends, seasonal trends, and irregular trends. And this decomposition 

becomes the foundation of application of wavelet-decomposition. (The Fourier 

transfer, as the father of wavelet transfer is firstly introduced, followed by wavelet 

transformation in the methodology). After comparison among different wavelets, db3, 

5 wavelet was chosen to decompose BDI, and obtain a5 (low –frequency part), d1-d5 

(different scales of high-frequency parts). Although the raw data needs to be filtered 

to reduce the interference of the “noise”, the question is how much the data should be 

filtered / cleaned. Excessive filtering will eliminate the useful information in the data, 

but insufficient filtering will leave too much noise, confusing the model. In order to 

evaluate the suitability of de-noise, a5, d1-d5 were treated as the inputs and target in 
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each individual RBF neural network, and after training, a5’, a4’, a3’, a2’, a1’, and 

“BDI’” (this is reconstructed BDI, not the original one) were reconstructed, following 

the sequence of “high degree of de-noise to low degree of de-noise”. Then the error 

between a5 and a5’, a4 and a4’, a3 and a3’, a2 and a2’, a1 and a1’, BDI and BDI’ 

were calculated. At same time, every time the forecasted higher-frequency part was 

added to “low-frequency part” in order to obtain a new combination of 

“low-frequency part” will contribute to accumulation of error, but the new 

combination of “low-frequency part” will gradually approach to the original BDI. 

Finally, the 6 outputs were summarized in terms of different degrees of de-noise, by 

calculating the summation of Output error and Curve Error. The a2 degree of de-noise 

shows the best performance, including efficiently training neural network and 

compromised deviation between reconstructed curve and original curve. The RBF 

neural network provides reliable generalization and learning ability, which is satisfied. 

Then  “a2 degree of de-noise” ANN was employed to forecast the BDI in the next 31 

days
28

, which shows BDI will still follow the downturn trend. 

In the current dry bulk market, the shipping company can benefit from the reliable 

forecasting tool, dealing with the complex, non-linear freight rates or other index.  

The forecasting information is a sign of early warning, helping people to make 

decisions in the future. For the maritime industry, this wavelet neural network also 

can be adopted in other fields instead of freight rate/index. 

 Recommendation 

 Tuning 

It should be noticed that different training populations will bring different output. In 

the present case, in order to cover the comprehensive information, 1548 groups of 

data were set as training population, and the last 22 groups of data were set as testing 

population. But in practice, more training populations do not mean a better trained 

network, because some “garbage” data will confuse the network. So in further studies, 

the training data needs to be identified by evaluating each individual performance. 

 Introducing other algorithms 
                                                             
28 It means 31 working days, from Monday to Friday. 
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New Algorithms can contribute a more efficient and better model. For example, in 

theory, the genetic algorithm can improve the performance of BP network by 

optimizing the weight. But in practice, performance is influenced by a lot of factors. 

New algorithm also may foul the network. So in further study, let the facts speak. 

 Standard access 

In this study, all the calculations and transformations are based on Excel and 

MATLAB, but the operation of commands was done manually, with lack of access 

between each component. So in the future, based on this method, a new integrated 

system can be developed to process the data automatically without human 

intervention. 

6.2 Optimization of the number of container cranes 

 Conclusion 

Firstly, in the development of global containerization, the challenges to ports 

increased gradually, including the contrast between shipping lines` expectations and 

congestion in ports, and fiercer competition against neighboring ports. So expansion 

of new terminals is a good idea. Investment in new terminals is completely different 

from expansion of an existing terminal because the known terminal can provide all 

the data required by simulation programs. The simulation program will figure out the 

“gooseneck” of the current system, and the expansion can be guided in terms of 

balancing each component. In contrast, new terminal planning has to go forward in 

the dark. 

Secondly, because investment in new terminals contains high uncertainty, a practical 

and efficient tool is needed to measure the performance of ports based on the known 

data. So DEA, as an efficient tool to measure relative efficiency, is combined with 

Artificial Neural Network, which provides effective ability of simulation. By training 

BP network with 46 groups of data, the throughput for each different number of 

cranes was estimated. Then another BP network was created to simulate the 

input/throughput-efficiency pattern. After full training of the 2
nd

 BP network, the 

input/estimated throughput was input into the model so as to get estimated efficiency. 
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After discussion of the result, the practical optimal option was chosen to achieve the 

best throughput and efficiency. 

This combination method can give better performance, compared to a pure linear 

program DEA model, especially in a large population. 

 Recommendations 

 Classification of ports 

As mentioned before, the main business of the port will affect the structure of 

terminals. In further studies, it is better to classify the ports into several categories 

based on the main cargo: regional hub ports, feeder ports, and mix of the two previous 

ports. And 3 individual networks should be clearly trained by 3 different kinds of 

ports, focusing on different cargo. 

 Multiple goals 

Because the networks in this case study are all single output, in fact, the ANN can also 

solve multiple-goal problems. So in further studies, this model can be applied to 

complicated situations, which contain multiple goals. 
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APPENDEX: A 

The common used wavelet functions 

As we mentioned before, the wavelet function is flexible, people can create their 

wavelet function according to their goal as long as these function follows the 

characteristic of wavelet. 

 Haar 

The Haar wavelet is also the simplest possible wavelet, proposed in 1909 by Alfréd 

Haar. The problem is that it is not continuous and therefore not differentiable because 

the function contains several quantum transitions. 

The Haar wavelet's mother wavelet function can be described as 

 

The father wavelet:  

 

 

Figure Illustration of Haar wavelet 

 

 Daubechies wavelet 

Named after Ingrid Daubechies, the Daubechies wavelets are a family of orthogonal 

wavelets defining a discrete wavelet transform and characterized by a maximal 

number of vanishing moments for some given support.  

Except db1(it`s actually haar), other dbN have no clear expression. 
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It has several characters: 

If P(y) = ∑  𝑘
𝑁−1 𝑘𝑁−1

𝑘=0 𝑦𝑘, then  

|𝑚0( )|
2 = (𝑐𝑜𝑠2

 

2
)𝑁 ∙ 𝑃(sin2

 

2
) 

Where 𝑚0( ) =
1

√2
∑ ℎ𝑘𝑒

−𝑗𝑘𝜔2𝑁−1
𝑘=0  

Effective supporting length of the wavelet function and scaling function is 2N-1, and 

the wavelet function vanishing moments is N. 

Most of dbN don`t have symmetry, but they are all orthogonal. 

The regularity will increase due to the rise of series Number N. 

 Symlets wavelet 

The symN wavelets are also known as Daubechies' least-asymmetric wavelets. The 

symlets are more symmetric than the extremal phase wavelets. In symN, N is the 

number of vanishing moments. These filters are also referred to in the literature by the 

number of filter taps, which is 2N. 

 

Figure Illustration of Sym wavelet 

Source: Matlab Product Documentation, 

http://www.mathworks.se/help/toolbox/wavelet/ug/f8-24282.html 

 

 Coiflet wavelet 

Coiflets are discrete wavelets designed by Ingrid Daubechies, at the request of Ronald 

Coifman, to have scaling functions with vanishing moments. The wavelet is near 

symmetric; their wavelet functions have  vanishing moments and scaling 

http://www.mathworks.se/help/toolbox/wavelet/ug/f8-24282.html
http://en.wikipedia.org/wiki/Wavelet
http://en.wikipedia.org/wiki/Ingrid_Daubechies
http://en.wikipedia.org/wiki/Ronald_Coifman
http://en.wikipedia.org/wiki/Ronald_Coifman
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functions , and has been used in many applications 

using Calderón-Zygmund Operators. 

 

 

Figure Illustration of Coiflet wavelet 

Source: DaBler, Coiflet, Wikipedia, http://en.wikipedia.org/wiki/Coiflet 

 

 Biorthogonal Wavelet Pairs 

The Haar wavelet is the only orthogonal wavelet with linear phase. You can design 

biorthogonal wavelets with linear phase. Biorthogonal wavelets feature a pair of 

scaling functions and associated scaling filters — one for analysis and one for 

synthesis. There is also a pair of wavelets and associated wavelet filters — one for 

analysis and one for synthesis. 

 Mexican Hat Wavelet 

This wavelet is proportional to the second derivative function of the Gaussian 

probability density function. The wavelet is a special case of a larger family of 

derivative of Gaussian (DOG) wavelets. 

The mother wavelet: 

ψ(x) =
2

√3
π−

1
4(1 − x2)e−

x2

2  

It is the second derivative of Gaussian function. 

There is no scaling function associated with this wavelet. 

The analysis and synthesis wavelets can have different numbers of vanishing 

moments and regularity properties. You can use the wavelet with the greater number 

of vanishing moments for analysis resulting in a sparse representation, while you use 

the smoother wavelet for reconstruction. 

We can find 7 wavelets in MATLAB software, and we will test the performance one 

by one, finally get the most suitable one. 

http://en.wikipedia.org/wiki/Singular_integral#Calder.C3.B3n-Zygmund_kernels
http://en.wikipedia.org/wiki/Coiflet

